TSG-RAN Working Group 3 Meeting #25
R3-013379

Makuhari, Japan, 26th – 30th November, 2001

Agenda Item: 
13.1.2 (Plenary)
Source: 
Ericsson
Title: 
CRRM capacity gains

Document for:
Discussion and decision
1 Introduction

The main reason for discussing Common Radio Resource Management (CRRM) algorithms across different Radio Access Technologies (RAT’s) is the capacity gains it is expected to give. 

In this context CRRM means both information transfer, e.g. cell load, and mechanisms to distribute and re-distribute traffic.

Two simulations of capacity are found in Ref. [1] and [2].

This proposal provides a third simulation, based on somewhat different assumptions, which are believed to be more realistic.

This simulation is limited to packet data.

2 Acronyms

MSS
Maximum Segment Size (used by TCP)

PS
Packet Switched

RTSP
Real Time Streaming Protocol

RTT
Round Trip Time, the time for a packet + response to travel 

sender( receiver and back

TCP
Transmission Control Protocol

3 Simulation model and assumptions

These simulations focus on TCP packet switched traffic, since most CRRM gains are found for PS traffic, according to chapter 6.3.2.4 of Ref. [1]. This kind of traffic is dominating on Internet. Some congestion-avoiding mechanism, based on TCP, RTSP or other possible protocols, is essential for Internet.

For circuit-switched traffic the CRRM Air Interface capacity gain is virtually eliminated if the network is allowed to make several “Directed Retry” or “Handover” attempts, until a candidate cell with free capacity is found. If only a single “Directed Retry” is allowed, chapter 6.3.2.4 Ref. [1] shows the expected gain. Since current GSM systems are usually configured to allow multiple “Directed Retry” attempts, the case with two layers, one for GSM and one for UMTS, is the most appropriate one. For packet switched traffic, however, it is more unclear what conditions are most realistic.

The simulation model is described in chapter 9.

The main differences compared to earlier simulations are:

· The traffic distribution mechanism is based on available (momentary) bandwidth per channel, not the channel buffer delay

· The peak available bandwidth is limited to 100kb/s

Some motives for this are:

· Bandwidth is probably a better measure than delay, since the subjectively tolerable delay relates to the volume of the downloaded data. If a user switches off images in web pages, he wants the delay to shrink in proportion to the size reduction. 

· The length of each File (called Packet Call Size in Ref. [1]) is not always known. When TCP is used across the air interface, the performance will be severely impaired by large buffers. If there are only small buffers in UTRAN the knowledge of remaining length of an ongoing “Packet Call” is very small. A natural algorithm is then to distribute traffic based on “fair share” of instantaneous bandwidth

· TCP adapts the bit rate to the “channel” and the “saturation speed” after rate adaptation will be limited by MSS, RTT and Internet error rate. The rate 100kb/s may be pessimistic, but may compensate for the fact that the model is optimistic in other respects, e.g. neglecting the effects of non-instantaneous TCP rate adaptation to changes in the channel bandwidth. The limitation to a maximum bit rate thus accounts to some degree for the TCP behaviour.

4 QoS Measure

The method chosen to compare traffic performance is:

1 Select QoS measure(s) for the kinds of traffic involved and set a minimum QoS.

2 Simulate the system to find the maximum amount of traffic the system can handle while fulfilling the QoS limit.

3 Compare the amounts using different traffic algorithms

The outcome depends considerably on the QoS measure. In this report we use two QoS measures: 

1 Average bandwidth > threshold

2 Probability that average bandwidth for one File Transfer is below threshold is smaller than P.

Both can be motivated for delay-insensitive traffic, where there is a compromise between air interface usage and user-perceived performance. The first does not consider the individual performance for a specific call, but only the average for all users. The second is more specific and accounts better for significant individual bandwidth variations, especially stalled channels. This may be a better measure of user satisfaction, since (human) users are more frustrated by significant deviations from expected bandwidths than if the bandwidth is 150 or 200kb/s on average.

5 Results

Figure 1 below shows the average user bit rate (system throughput) with six different algorithms at 80% system load, i.e. the offered load is 80% of the theoretical maximum capacity of  
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Figure 1. Average bitrate at 78% offered load 
It can be seen that close to full user performance (set to 100kb/s) is achieved at this load.

Figure 2 shows the capacity gain at different minimum QoS measures.
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Figure 2. Capacity gains of function [Bitrate, HHO] compared with [Balanced, noHHO] at 10and 100 kbyte file sizes, 6 layers.

The limits chosen may be justified as follows:

1 To achieve a good balance between user service and system utilisation, the average QoS should not be set too close to the maximum achievable (set to 100kb/s in this simulation). 75% is a reasonable value.

2 To achieve a good balance between user service and system utilisation, the threshold of minimum QoS should not be too close to the maximum achievable. The idea is to use low-QoS traffic as a “buffer” to utilize (almost) the full system capacity. The minimum QoS for this traffic should thus be quite low. We assume that 30-35kb/s is an upper bound on the lower threshold of QoS – maybe the threshold should even be below 5kb/s.

In general the capacity gain decreases with lower QoS limit. If there is a significant amount of best effort traffic accepting a low minimum rate, say 5kb/s, the gain would be significantly lower.

Note that the figures presented for 6 layers in this contribution are thus an upper bound on the gains to be expected.

Figure 3 and 4 below, generated from the methods presented in W. Roberts “Realising QoS Guarantees in Multiservice Networks”, show the principle:
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Figure 3. Aggregating streaming traffic from 2 identical servers
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Figure 4. Aggregating elastic traffic from 2 identical servers

In practice GSM systems typically already implement some load sharing and UMTS systems will probably do so at least between cells of the same kind (e.g. co-located macrocells). So there will normally not be 6 “layers”, but perhaps only two: GSM and UMTS. The capacity gains will then diminish. Figure 5 below shows the case for 2 layers with capacity 800kb/s in each.
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Figure 5. Capacity gains of function [Bitrate, HHO] compared with [Balanced, noHHO] at 10and 100 kbyte file sizes, 2 layers.

6 Conclusion

The capacity gain provided by CRRM for packet data is extremely dependent on the chosen QoS and traffic model. 

If TCP is used and the performance limit is set to 30kb/s or lower, the CRRM gain will be <10%.

7 Proposal

It is proposed that the chapters 3-6 + 8, 9  in this contribution are added as chapter 6.3.3 of TR 25.881 (after removal of “Ref [1]” in the text, since that is obvious in the new context).
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9 Description of the simulator

The simulator is simplified and does not include any “radio measurements”. Cell (or “channel”) selection for Directed Retry or Handover is thus based on UE geographical position and cell loads.

9.1 Network topology

For simplicity all “layers” look the same. Although the layers are all called “UMTS” in the following, the results would be valid if some layers would be GSM/GPRS (assuming the capacity in the GPRS layer is the same). 2 or 6 layers are used. Six is a high number, but it should give the maximum CRRM gain.

[image: image8.wmf]The coverage per cell is assumed to be fixed – within a radius there is coverage, otherwise there is no coverage.

Figure 1.1. Cells in a layer

Cell parameters

System type
UMTS 

Layer
0, 1, 2, 3, 4, 5

Frequency
f0, f1, f2, f3, f4, f5

Cell Size
303 units

Base Station distance
181 units

Channels/cell (speech channels, not used in this simulation)
64

Cell capacity
800kb/s

Channels/internet call
8

Bitrate/user (cell bitrate/8 channels)
100 kbit

The capacity figures are very approximate – exact values are not essential for the analysis.

The number of file downloads is greater than 10000 in all simulations. The simulated time varies from 300 to 10000 seconds depending on the file size.

9.2 Mobility model

Mobility parameters for all users

turn angle per step

speed

step time

initial direction

initial position
Uniform distribution [-10 deg, +10 deg]

7 units/ sec

1 sec

uniform distribution [0 deg, 360 deg]

uniform distribution on the whole area

9.3 Traffic Model

This model shows the user behaviour. If the user perceives a bandwidth less than ”minimum acceptable bandwidth” for “maximum waiting time”, he will terminate the “call”. In this simulation only one limit is used for all UE’s, for simplicity.

Five different (fixed) file lengths are used, to test the dependency of  “data call duration”. All users transmit 200kbyte/hour in average.

“File length” can be a model of a web page or a part of a web page, if it consists of several objects.

Traffic model parameters for all calls

service class
Internet

Phone type
UMTS/GSM

minimum acceptable bandwith
uniform distribution [15 kbps, 25 kbps]

maximum waiting time under acceptable bandwidth
uniform distribution [2 sec, 4 sec]


case 1
Case 2
Case 3
case 4
case 5

call intensity [calls / hour]
0.02
0.2
2
20
200

file length [byte]
10 M
1 M
100 K
10 K
1 K

9.4 Functionality

Three different algorithms are used at initial “data call setup”, which is done for each file transfer:

1 “Unbalanced” means that “calls” are set up according to a predefined likelihood per “layer” This likelihood is not equal per layer, thus the word ‘unbalanced’. Once the layer is chosen, the single cell closest to the UE is chosen. (This is not a desired case, but may illustrate an non-ideal case)

2 “Balanced” means that “calls” are set up according to a predefined likelihood per “layer”. This likelihood is equal per layer, thus the word ‘balanced’. Once the layer is chosen, the single cell closest to the UE is chosen 

3 “Best bit rate” chooses a cell among those with coverage at the MS/UE, selecting the cell offering the best bit rate for this particular call. Since there is a fixed bandwidth of 800kb/s, the bandwidth per user becomes 
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. If several cells offer the same bandwidth, a random one is picked among them.

Two different algorithms are used when the UE crosses the handover threshold while a file transfer is ongoing:

1 “No HHO”. The UE stays in the layer originally chosen for the file transfer.

2 “HHO”. The cell offering the best bit rate is chosen, i.e. a new layer can be chosen at any “handover”

It can be noted that Soft Handover is not implemented in UTRAN, for simplicity.

Traffic Management parameters

initial cell selection strategy
Case 1
case 2
case 3


Interlayer selection: unbalanced (L0:40.8%, L1:20.4%, L2:13.6%, L3:10.2%, L4:8.2%, L5:6.8%

Intralayer selection: based on distance
Interlayer selection: random

Intra-layer selection:
based on distance
selection: best bitrate than random

cell selection at handover
Case 1
case 2


no interlayer handover
selection:  best bitrate then random

Some other potential, but not simulated, resource management functions not based on buffer delay, are:
1 UE selects the cell with the lowest load, based on CPICH Ec/No, before starting transmission. In this case the performance would probably be between "balanced" and "best bit rate", but closer to the first, due to rather slow response and less accurate measurements.
2 A handover can be initiated at “any time”, not only at "file transfer start" or "cell change", but any "severe load imbalance between layers". This method will probably give modest gains.
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